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Introduction

Currently, Aixtron Planetary MOCVD Reactor Aix 2800 G4 is main flagship of
compound photonics. The Planetary reactor concept was polished over the many
years of development, and multiple generations of Aix 2000, Aix 2400 G1, Aix 2600
G2, Aix 2600 G3, and Aix 2800 G4. In-situ monitoring tools significantly
contributed to the quick development of nitride materials, and offer indespensable
support in development of some challenging devices like VCSELSs or QCLs.

Inherent feature of the slow susceptor (planet) rotation in contemporary multi-
wafer Aixtron reactors (both Planet and Showerhead), is that in-situ monitoring
tools could only probe wafers for limited time, when they are passing under
viewport. This have significant consequences in ability to resolve and monitor
growth of thin layers and seeing effects of gas switching and layer interfaces.

This is why single wafer reactors like horizontal Aix-200 (15 or more years old, are
still used for R&D) or VEECO Propel reactors are ideal platforms for process and
product development.

Today‘s advanced requirements e.g. for VCSEL emission wavelength (940 + 1)nm:
Growth rate = 0.9 + 0.0009 nm/s = ~+0.1%

Is it possible to achieve such growth rate accuracy from in situ monitoring of thin
layers in planetary reactor?

Simulations

Theoretical simulations of in situ reflectance of VCSEL's DBR growth in 8x6”
planetary reactor were used as test case for analyzing sensitivity of reflectance
fitting algorithm to noise, wafer to wafer non-uniformity, and ability of algorithm
to discover true growth rate changes during process.

The time of test layer growth in DBR was set to 60s, planet rotation speed 7.5s,
which give 8 data points for single layer for each wafer, 50 repetitions of layer.
Reflectance fitting algorithm is perfect, but for such small number of data points,
noise became a big factor in growth rate fitting. 5 parameters of generated layer
reflectance nrofiles are given belowl1l:

n=4.5, k=1.85, GrR=0.9 nm/s, Ri=9e-3, Sigm=3.3

nm-scaled layers in G3/G4 planetary reactors

Example: DBR interface layers (graded) in 940nm VCSELs: 6 ... 15nm
graded AlGaAs, typical growth times of 12 ... 30 seconds.

—— VI noiseless data
o  VI+Noise

0.52
|

10 rpm; Single Data-Line 10 rpm, Merged Data-Line

0.50
|

R405+Noise
0.48
|

0.46
|

Data acquisition every 6s
2 data points / 12s of growth

Data acquisition every 0.5s Soce
24 data points in 12s of growth | | | | | | |
0 10 20 30 40 50 60

Merged Dataline Mode - a must for monitoring nm-scaled layers in
G3/GA4. Preferred: short-A (405nm) = surface sensitive! \;‘LNFC DBR sublayer time

Fig. 1a) Idea of Merge Line analysis (Laytec). Fig 1b) Example of generated
reflectance profile for 4 wafers.

Multiple fittings with varying number of Merge Line wafers, and range of noise
SDEV amounts, allowed to obtain fig. 2, which shows relation between noise SDEV
and Growth Rate SDEV.

Assume 4x wafer Merge Line, for example with SDEV of noise 4e-4, the growth rate
SDEV in simulated case is 4e-3 nm/s. Assuming, that S/N=3 is needed to be able to
reveal true growth rate from noise, then it is possible to discern variations of 1.2e-
2 nm/s which with growth rate of 0.9nm/s give only 1.33%, quite far away from
desired 0.1% (for 4x wafers Merge Line).

Situation get better if layer is repeated multiple times (fig. 3), then noise get

averaged /n, but reaching 0.1% takes 150 repeats.
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Nr of Wafers 1 2 - 4 8

DBR_nr n k GrR Ri Sigm
1 45 185 09 0.009 33
2 45 185 09 0.009 33
3 45 185 0.9 0.009 33
4 45 1.85 0.901 0.009 3.3
5 45 185 0901 0.009 33
6 45 185 0.901 0.009 33
45 4.5 1.85 0.908 0.009 3.3
46 45 1.85 0.908 0.009 3.3
45 185 0.908 0.009 33
45 1.85 0.909 0.009 33
45 1.85 0.909 0.009 3.3
45 1.85 0.909 0.009 33
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Fig. 2 SDEV of noise vs SDEV of Growth Rate.

The uncertainty of gr rate extraction affect Feed Forward recipe correction, as
illustrated on Fig. 3. If we would extract GrR from single wafer, without Merge
Line, then 10 and 20 periods are not enough to reveal true growth rate drift (Fig. 3

left).
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Fig. 3 Growth Rate extraction from simulation with 4e-4 white noise. Left 1 wafer
case, right 8wfr Merge Line case, there is true growth rate drift from 0.9 to 0.909
nm/s, over 50 repeats.
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Fig. 4 Simulation with 2e-4 white noise. Left 1 wafer case, right 8wfr Merge Line
case, there is true growth rate drift from 0.9 to 0.909 nm/s, over 50 repeats.

If noise is 2e-4 (Fig. 4), then 20 repeats is enough to see true drift pattern without
Merge Line, and 8x Merge Line get very close to true drift in 20 repeats.

Noise in Real runs

In real runs noise do not have same mean and distribution on wafers. This sections
shows data extracted from LayTec Epi-Curve software.
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Fig. 5. Noise measured over 100s during GaAs buffer growth in G4 reactor. Boxes
shows IQR range, which vary from ~2e-4 to ~4e-4.

Growth rates for wafers 3,4,5 are much higher than rest (fig. 6), though boxplot of
fitting residuals do not show big variations.
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Fig.6 Average growth rates extracted(left), and boxplot of residuals from
fitting(right), which might be treated as measure of noise during growth.
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Boxcar of DBR VI Fit Residuals wir 3
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Fig. 7 Plots of residuals from fitting from each wafer, shows that residuals
distribution is different on wfr 3, 4, and 5. Merge line should be applied to 3 groups
separately: 3+4+5, 2+6 and 1+7+8 which are similar.

Machine Learning for F-P Dip Prediction

The growth rate fitting algorithm, was used to build Machine Learning model,
which would be able to predict F-P dip in VCSEL. The data sample were 3 runs with
8 wafers each. The test case data sample were 2 runs with 8 wafers, which model
(trained only on 3 runs) never seen before.

> summary(model2)

call: Measured F-P Dip vs Calculated by Multiple Linear Regression Model
Im(formula = .outcome ~ ., data = dat)

Residuals:
Min 10Q Median 3Q Max
-2.26090 -0.49058 0.02038 ©.74313 1.74495

Coefficients: Significance
Estimate Std. Error t value Pr(=|t])

(Intercept) 68.54150 46.24539 1.482 0.155602

wfrs -0.05022 0.13235 -0.379 0.708784
n_2 -10.85957 180.360568 -0.060 0.952637
469.93424 157.19836 2.989 0.007864 **

n 4
p 2 29.15884 61.11726 0.477 0.639035
p 4 400.80209 87.59317 4.576 0.000234 **=*

== E105042

F-P Calculated by Madel

Signif. codes: @ '***’ @.001 ‘**' @.O1 '*" .05 ‘." 0.1 ' " 1

Residual standard error: 1.29 on 18 degrees of freedom
Multiple R-squared: ©.9579, Adjusted R-squared: 0.9462
F-statistic: 81.91 on 5 and 18 DF, p-value: 9.669e-12
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The model found, that only wafers with high Al content are responsible for F-P dip
variation.
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The model achieved 1.26nm and 1.29nm error on train data, Root Mean Squared
Error and SDEV respectively.

On full 5x8 wafers data set, the RMSE and SDEV were 1.4nm, and 1.42nm. The
model could be improved by adding pyrometry and curvature data.

Conclusions

1. Set of scripts were developed for assistance in analysis in-situ data of
VCSELSs growth

2. Monitoring thin layers in Multi-wafer reactors are challenging,
perhaps best strategy is to mix pre-growth[2] calibrations with in-
situ monitoring.

3. Machine Learning algorithms could assist in automating analysis and
improving yield.
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